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ABSTRACT: 

 

In a competitive business environment, creating an efficient workplace is crucial. Integrating digital technology 

into employee attendance systems is vital due to its significant impact on workforce efficiency and regulatory 

compliance. This study aims to formulate a predictive model for analyzing attendance patterns within a facial 

recognition-based attendance system, leveraging methodologies rooted in machine learning (ML) and deep 

learning (DL) paradigms. This research integrates regression and classification models derived from ML theory 

with DL techniques to enhance predictive precision. Utilized models include Random Forest, XGBoost, SVM, 

KNN, and Neural Network. Assessment of model effectiveness involves the evaluation of four metrics: accuracy, 

precision, recall, and the F1 score. Data collection relies on a facial recognition-based attendance system, trained, 

and tested within the Google Colab environment using Python. Findings reveal Random Forest and XGBoost as 

the most precise predictors of timeliness or tardiness among employees, considering age range and other pertinent 

factors, achieving an accuracy rate of 99%. Random Forest marginally outperforms XGBoost in both accuracy 

and F1-score by 0.01. This study is notable for its incorporation of attendance system data with ML and DL 

methodologies to predict attendance patterns based on age and diverse parameters, consequently enhancing 

decision-making processes and performance management. 

 

Keywords: Machine Learning, Deep Learning, Pattern Prediction, Attendance Systems, Facial Recognition-

Based Systems. 

 

1) Introduction: 

Data has emerged as one of the most significant 

assets for businesses in the ever-changing digital 

age. Data gathering and analysis give valuable 

insights for making better strategic decisions. 

Companies encounter significant challenges in 

monitoring and anticipating employee absence 

trends. Irregular attendance patterns can have a 

detrimental influence on productivity, operational 

efficiency, and overall business success. The 

incorporation of modern technologies such as 

machine learning and deep learning into corporate 

attendance systems has demonstrated considerable 

promise, particularly with the adoption of facial 

 
 

recognition-based systems. 

Face recognition-based attendance systems not only 

record employee attendance in an efficient and 

precise manner, but they also collect extensive and 

specific data on their attendance habits and trends. 

Machine learning and deep learning algorithms can 

use data from facial recognition technology to study 

attendance patterns more thoroughly. This technique 

allows for more precise projections of future 

absence by considering characteristics such as 

arrival timings, absenteeism frequency, and 

individual past tendencies. This implementation not 

only improves attendance monitoring accuracy but 

also gives information that can help management 
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build more effective strategies for reducing 

absenteeism and increasing overall productivity. 

In this environment, the presence of disciplined 

employees who regularly clock in on time is critical 

to a company's flow and performance. However, 

efficiently applying attendance data to forecast 

attendance trends inside the firm is still an area that 

requires further investigation. This is confirmed by 

bibliometric analysis data obtained by Vosviewer, 

which shows that the issue of employing machine 

learning technology, particularly in forecasting 

trends inside attendance systems, is an empty niche. 

Furthermore, while constructing predictive models, 

there is a research gap in using machine learning 

approaches to anticipate staff attendance patterns 

depending on the company's classifications and 

demands. Previous research has mostly concentrated 

on the application of face recognition technology in 

attendance systems, without thoroughly 

investigating the predictive power of this attendance 

data. Studies such as [1], [2], [3] have concentrated 

on the implementation and integration of usage 

techniques. Furthermore, research [2], [4], [5], and 

[6] used machine learning and deep learning to 

improve accuracy in facial recognition detection 

rather than as prediction models. Existing research 

has also focused on a few machine-learning models, 

such as [7] and [8], whereas many additional models 

have yet to be thoroughly investigated. Using 

suitable theories can help create more 

comprehensive and efficient prediction models. 

To close this gap, this research attempts to create a 

prediction model for staff attendance patterns inside 

a face recognition-based attendance system, 

leveraging machine learning and deep learning 

models to improve resource management. 

Furthermore, forecasted patterns might give critical 

information for better decision-making, disciplinary 

action, and employee retention. By combining these 

technologies, the predictive model is projected to 

increase performance management and forecast 

accuracy, simplifying successful implementation 

and providing more holistic and practical insights 

into the organizational environment. 

This study has the potential to change the landscape 

of employee performance management and 

workplace discipline. This study builds a solid basis 

for accurately forecasting employee attendance 

patterns by incorporating digital technologies into 

the face recognition-based attendance system and 

employing machine learning and deep learning 

methodologies. A greater knowledge of these 

attendance patterns helps businesses devise more 

effective ways to control employee performance and 

increase overall productivity. 

Therefore, this research not only makes a significant 

contribution to academic literature but also has the 

potential to build a more predictable and efficient 

future workplace. This study contributes to the 

improvement of employee performance 

management and workplace discipline through the 

development of predictive models to analyze 

employee attendance trends using a facial 

recognition-based attendance system. It also offers 

useful insights on how to properly estimate staff 

attendance patterns utilizing machine learning and 

deep learning technology. Thus, not only does this 

study fill a vacuum in the scholarly literature, but it 

also has a direct influence on improving employee 

performance management and workplace discipline. 

    (a) Machine Learning 

Machine learning (ML), a subset of artificial 

intelligence (AI), allows systems to learn from data, 

recognize patterns, and make choices with little or 

no human interaction. ML algorithms may be 

divided into three types: supervised learning, 

unsupervised learning, and reinforcement learning. 

Supervised learning uses labeled data to train 

models on input-output pairings, such as linear 

regression and Support Vector Machine (SVM). 

Unsupervised learning uses unlabeled data to 

identify hidden structures or patterns; in this study, 

the clustering model is K-Nearest Neighbor (KNN). 

Machine learning has transformed many 

organizations by producing precise forecasts and 

doing in-depth data analysis. Multiple machine 

learning models are used to predict trends in a range 

of fields. For example, in finance, ML algorithms 

help with fraud detection, credit analysis, and stock 

market forecasts. Studies such as [9] and [10] have 

effectively predicted market prices using several 

machine learning classifiers. Furthermore, [11] and 

[12] increased profitability by merging deep 

learning, machine learning, and e-commerce. 

Research by [13], and [14] focused on forecasting 

online sales, and [15] effectively deployed machine 

learning models for shopping cart prediction. 

Furthermore, ML is used for analysis; for example, 

[16] used machine learning to assess sales offers, 

indicating that ML can efficiently analyze and 

decide whether to accept or reject sales pitches. 
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In healthcare, machine learning is used to identify 

illnesses, provide personalized patient care, and 

evaluate medical pictures. For example, [17] and 

[18] investigated diabetes prediction, [19] utilized 

ML to predict cancer, [20] to anticipate food safety 

risks, and [21] to predict eye disease. Beyond 

sickness prediction, [22] claimed that AI and 

machine learning can spot patterns, identify 

biomarkers, and anticipate disease progression with 

remarkable accuracy. In other disciplines, [23] 

utilized machine learning to predict network attack 

patterns, and [24], [25], and [26] employed ML 

models to forecast energy use. In the industrial 

business, machine learning is used to forecast 

employee performance [27], [28], and [29] used ML 

for this purpose. In this study, different machine 

learning models will be utilized to forecast 

attendance patterns in an attendance system to 

uncover trends and patterns depending on employee 

age. These projections can then be used to help guide 

future employment decisions based on age criteria. 

    (b) Deep Learning 

Deep learning has shown dominance in a variety of 

applications, including image identification, natural 

language processing (NLP), and video analysis. 

Neural networks (NN) in deep learning are capable 

of learning more complicated feature 

representations than typical machine learning 

techniques. However, the ability of deep learning to 

extract features from raw data and handle 

unstructured data makes it extremely powerful in 

prediction and application across various domains. 

Deep learning continues to push the frontiers of 

machine learning capabilities as technology and 

optimization algorithms progress, making it an 

essential tool in current data analysis and artificial 

intelligence. 

Deep learning techniques, like Convolutional Neural 

Networks (CNN) and Recurrent Neural Networks 

(RNN), are essential for forecasting attendance 

patterns in a facial recognition system. CNNs excel 

in image processing and can improve facial 

recognition accuracy, resulting in reliable 

attendance tracking. CNNs improve attendance 

systems by extracting and learning complex features 

from facial images. On the other hand, RNNs and 

Long Short-Term Memory (LSTM) networks excel 

at sequence prediction, making them ideal for 

forecasting attendance trends. These algorithms may 

find temporal relationships and trends in attendance 

data over time, predicting future events based on 

past behaviors. RNNs can predict temporal shifts 

and seasonal trends based on previous attendance 

data. This deep learning approach establishes a solid 

platform for studying and forecasting attendance 

trends, allowing institutions to better anticipate 

attendance variations and enhance operational 

efficiency. However, in this work, deep learning is 

not used for facial identification inside the face 

recognition-based attendance system, but rather to 

increase the accuracy of anticipating employee 

attendance trends. This technique aims to give a 

complete understanding of predicted outcomes with 

high accuracy, which may be applied in a real-time 

integrated system. 

    (c) Integration of Machine Learning and Deep 

Learning for Comprehensive Solutions 

In terms of business attendance systems, combining 

machine learning and deep learning approaches 

provides a comprehensive solution for forecasting 

attendance patterns. Ensemble and supervised 

learning models lay the groundwork for early 

prediction and classification, but deep learning 

models can improve forecasts by incorporating 

complicated and high-dimensional data patterns. 

This combination enables the creation of a strong 

and adaptable attendance forecasting system that 

takes use of the capabilities of both methodologies. 

In the context of forecasting attendance patterns, 

deep learning provides the capacity to handle 

complicated data and model more abstract and 

nonlinear patterns. According to [3], [30], [31], deep 

learning is used in time series forecasting, including 

the usage of RNN and LSTM to predict employee 

performance in enterprises. Meanwhile, [32] 

investigates the use of deep learning in anomaly 

identification, including anticipating productivity 

trends and employee retention. Although ensemble 

ML models, as well as classification models, often 

yield good results in predicting attendance patterns, 

the deep learning approach using neural networks 

also has the potential to enhance prediction 

performance in cases of highly complex attendance 

patterns or very large datasets. In the context of 

developing predictive models, machine learning 

models can be used to identify factors influencing 

employee performance, predict future performance, 

and provide recommendations for steps to improve 

performance. In the development of predictive 

models in this research, ML and DL models will 

learn from existing attendance data to make 

predictions on attendance patterns based on 
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employee age to determine which employees of a 

certain age are consistently on time or consistently 

late for future decision-making by the company. 

    (d) The Implementation of Machine Learning 

and Deep Learning in Attendance Systems 

The application of machine learning models for 

prediction has brought significant benefits in various 

contexts, including employee performance 

prediction, sales forecasting, risk analysis, and 

others. However, there are still some gaps that can 

be filled. Recent research, particularly in the 

industrial sector, has started to combine various 

technologies to innovate and enhance company 

performance in predictive model development for 

attendance systems. Studies by Online attendance 

systems based on facial recognition with face mask 

detection, [4], [6], [7], [33] and  [34] used machine 

learning and deep learning to successfully find and 

distinguish faces in attendance photos. Similar 

studies by  [1], [2], [4], [7], [35], [36], and [37], 

show that using deep learning and machine learning 

techniques in attendance systems may greatly 

enhance individual recognition accuracy when 

compared to traditional approaches. However, few 

studies have concentrated on constructing more 

complex prediction models for estimating individual 

attendance, especially when several internal and 

external variables are considered. The outcomes of 

this study suggest that more advanced machine 

learning algorithms have the potential to 

dramatically increase the efficacy and accuracy of 

attendance systems, as well as provide a full 

knowledge of how external variables may affect 

attendance. 

 

2) Methodology: 

    (a) The Machine Learning and Deep Learning 

Models Used in the Research 

In this study, several machine learning and deep 

learning models were selected for use as predictors 

trained and tested within the system. The models 

used include Random Forest (RF), Extreme 

Gradient Boosting (XGBoost), Support Vector 

Machine (SVM), K-Nearest Neighbors (KNN), and 

Neural Network (NN), in this case is RNN. The RF 

model was chosen for its ability to handle a wide 

range of intricate properties while reducing 

overfitting in the dataset. This method generates 

many decision trees independently before 

combining the results to increase prediction 

accuracy. On the other hand, XGBoost, as an 

ensemble model, is regarded to be useful for 

anticipating attendance patterns because of its ability 

to improve performance repeatedly, hence 

increasing prediction accuracy by resolving earlier 

model flaws and developing robust and accurate 

models. Furthermore, SVM can easily extract 

intricate classes from data, yielding complex and 

non-linear attendance patterns. KNN is used in 

attendance pattern prediction to identify patterns that 

are like previous attendance patterns and predict 

future attendance patterns based on those 

similarities. Finally, as a deep learning model, 

Neural Network allows for an improved 

understanding of complex feature representations in 

attendance data, such as repeated attendance 

patterns over time or patterns dependent on specific 

conditions. 

    (b) Approach and Technical 

This work combines machine learning theory with a 

deep learning technique to improve the accuracy of 

forecasting attendance patterns and developing 

trends using a facial recognition-based attendance 

system. The machine learning models utilized in this 

study are divided into two categories: ensemble and 

supervised learning. The ensemble machine learning 

models chosen for this study are RF and XGBoost, 

while the supervised learning regression 

classification machine learning models used are 

SVM and KNN. In this case, the approach used is 

deep learning with a neural network model. These 

five models are used to predict and identify 

attendance patterns of various categories of 

employees in the attendance system, namely late, 

on-time, and trends emerging from attendance 

pattern predictions based on age. 

    (c) Development of Machine Learning 

Predictive Models 

Models for predicting absenteeism patterns were 

trained and tested in the Google Colab environment, 

using the Python programming language. The 

dataset used was collected from an attendance 

system-based facial recognition, with a total of 998 

data points. To maintain data accuracy, only relevant 

characteristics were preserved for analysis following 

selection and normalization. During data 

preparation, a normalization test was performed to 

determine the distribution spread. Deep data 

analysis and identification were carried out utilizing 

the Interquartile Range (IQR), a statistical approach 

for detecting outliers in data. Outliers were detected 

using Q1-1.5xIQR for the lower bound and 
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Q3+1.5xIQR for the upper bound. Outlier detection 

continued until no new data were recognized as 

outliers in the dataset. The data was then divided into 

training and testing sets using the train_test_split 

approach, which applied the Pareto principle [38] 

with an 80/20 split, with 80% of the data set aside 

for training and 20% for testing. 

    (d) Evaluation Metrics 

To evaluate the performance of the developed 

machine learning models, various evaluation metrics 

were utilized. These metrics include accuracy, 

precision, recall, F1-score, and ROC-AUC. By 

employing these metrics, the performance of both 

ML and DL models in predicting absenteeism 

patterns and trends can be more thoroughly assessed. 

This comprehensive evaluation enables the selection 

and application of the best predictive model 

according to specific needs, thereby allowing 

decision-makers to have greater confidence in the 

model's predictions and make more informed 

decisions based on the information provided within 

a company. Given that the research employs five 

models across different categories, the evaluation 

metrics are also varied. This diversity in metrics can 

be seen in Figure 2, where each model is associated 

with distinct measurement criteria. 

 

3) Result: 

    (a) Evaluation Metrics 

The testing results of five models, comprising two 

ensemble machine learning models (RF and 

XGBoost), two supervised learning classification 

models (SVM and KNN), and one model from the 

Deep Learning approach (NN), demonstrate the 

superiority of ensemble machine learning models 

over the other three in predicting attendance patterns 

and trends in an attendance system-based face 

recognition scenario. 

Specifically, both the Random Forest and XGBoost 

models have the greatest accuracy level, both 

scoring 0.99, as well as similarly good F-1 and recall 

scores. However, Random Forest has a slightly 

higher accuracy value of 0.01 points than XGBoost, 

making it the best model for future attendance 

pattern prediction tasks. Furthermore, the AUC-

ROC values for the Random Forest and XGBoost 

models exceed 0.8, showing strong and consistent 

performance suited for most actual applications. 

Table 1 shows the metric measurement results for 

reference. 

Among the remaining three models, KNN exhibits 

superior evaluation metrics compared to the other 

two models, albeit with a marginal difference from 

the top two ensemble models. Specifically, the 

accuracy rate of KNN is 0.95, which is 0.04 points 

lower than the preceding ensemble models. 

Similarly, precision, recall, and F1-score values for 

KNN, while surpassing those of NN and SVM, 

position KNN in third place in the prediction ranking 

of this study. Conversely, the other two models 

demonstrate nearly identical low evaluation scores, 

despite perfect recall values. However, they appear 

insufficient in predicting employee absenteeism 

patterns. 

From the measurement results of the five metrics 

applied to the five models, it is evident that the 

Random Forest model outperforms others in 

predicting absenteeism patterns and trends in 

attendance systems. However, XGBoost performs as 

well as Random Forest. As a result, both models are 

appropriate for use in corporate attendance systems 

to forecast punctual and tardy employee attendance 

patterns and identify developing trends within the 

company's attendance system. Fig. 3, Fig. 4, Fig. 5, 

and Fig. 6, provide extensive comparisons between 

the five models utilized in this study. 

    (b) Normality Test 

The dataset used in the study included over 1000 

data points; however, after preprocessing, it was 

discovered that the data did not follow a normal 

distribution. As a result, data normalization was 

performed using two methods: min-max scaling and 

outlier elimination by detecting abnormalities in the 

dataset using the IQR approach. Outliers were 

eliminated methodically until the dataset included 

no outliers. The dataset was further checked with a 

Boolean array to confirm that there were no outliers 

in any of the values. A hypothesis test (p-value) was 

then performed to see if the results obtained from the 

sample data were robust enough to reject the null 

hypothesis, which normally states that there is no 

significant impact or difference. Table 2 also 

includes the results of the p-value test. 

The p-values from the Shapiro-Wilk test indicate the 

normality of the error or residual distribution based 

on model predictions. When the p-value exceeds α 

(α = 0.05), the data is considered to have a normal 

distribution. In this context, Random Forest and 

XGBoost have Shapiro-Wilk p-values of 0.826500 

and 0.829337, respectively, which are considerably 

more than 0.05. Thus, the null hypothesis is not 
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rejected, indicating that the error distributions for 

both models are normal. Similarly, the p-values for 

the KNN and Neural Network models (0.862744 and 

0.787177) exceed 0.05, indicating normal 

distribution adherence. In comparison, the Shapiro-

Wilk p-value for the SVM model is 0.184938, 

making it the weakest of the models but still more 

than 0.05. Although marginally deviating from the 

normal distribution, the difference is not large 

enough to rule out normalcy. As a result, all 

examined models had Shapiro-Wilk p-values greater 

than 0.05, suggesting no compelling evidence to 

reject the hypothesis that their error distributions are 

normal. These data indicate that the model is doing 

well. However, the Kolmogorov-Smirnov test p-

values for all models are less than 0.05, indicating 

that the null hypothesis that the error distributions 

are normal is rejected. In other words, all models' 

error distributions are non-normal, as shown by the 

Kolmogorov-Smirnov test. Despite this, the 

assessment findings reveal great performance for all 

five models, since they are consistent with the 

normal distribution based on the Shapiro-Wilk test, 

with minor differences suggested by the 

Kolmogorov-Smirnov test. 

 

4) Discussion: 

With an accuracy rate of 99%, the study's findings 

demonstrate that the Random Forest and XGBoost 

models produced the most accurate forecasts of 

employee attendance patterns. As demonstrated by 

[4] and [7], which also discovered that the Random 

Forest method is quite successful at handling 

complicated datasets for predictive tasks, this is in 

line with earlier research. The efficacy of Random 

Forest in this investigation may be ascribed to its 

capacity to mitigate overfitting using the 

consolidation of several decision trees; this 

conclusion is corroborated by [9] and [10] in distinct 

scenarios. 

Meanwhile, XGBoost, while somewhat less 

accurate than Random Forest, performed admirably, 

with nearly equal F1 scores. XGBoost is well-known 

for its greater capacity to handle different data and 

improve on the flaws of earlier models via the 

boosting strategy, as demonstrated by the findings of 

[12] and [13], both of which used XGBoost in 

market prediction scenarios. 

Based on the study of the five models utilized, it is 

clear that the K-Nearest Neighbor (KNN) model 

produced relatively excellent results, with an 

accuracy of 95%, but fell short of ensemble methods 

such as Random Forest and XGBoost. This suggests 

that KNN can detect attendance patterns similar to 

earlier ones, but it is less effective in dealing with 

the total complexity of the data, as reported in 

research [14] and [15]. This drawback might be 

attributed to KNN's reliance on closest neighbor 

data, which may not be successful in huge datasets 

or when there are non-linear trends. 

In contrast, the Neural Network in this study 

performed worse than the other models. Although 

deep learning excels at processing unstructured data, 

the outcomes of this study imply that Neural 

Networks may require further tweaking to handle 

structured attendance data. This is consistent with 

research by [16] and (Kasula, 2021), which found 

that implementing a Neural Network is frequently 

more complicated and needs more resources to reach 

the same level of accuracy as other machine learning 

models. 

From a practical standpoint, the findings of this 

study support the hypothesis that a mix of machine 

learning and deep learning may be utilized to 

improve face recognition-based attendance systems. 

For example, the Random Forest and XGBoost 

models predict attendance patterns while also 

providing additional insights on age features and 

other parameters, which are consistent with the 

findings of [18] and [19] on the use of machine 

learning algorithms in employee performance 

assessments. This enables management to make 

better-informed judgments about human resource 

management methods, such as defining discipline 

policies and employee retention. 

 

5) Conclusion: 

This study uses machine learning theory and a deep 

learning method to forecast absence patterns and 

explore developing trends across various employee 

age groups. Among the models tested, Random 

Forest and XGBoost produced the greatest 

prediction values with a noticeably high accuracy 

level (0.99), followed by KNN in third place with a 

little lower accuracy. The high accuracy scores 

achieved by the top two models (Random Forest and 

XGBoost) demonstrate their superior prediction 

ability in identifying and distinguishing absence 

patterns depending on employee age. Thus, for 

prediction tasks in this study, Random Forest and 

XGBoost are judged superior to KNN, SVM, and 

Neural Network. However, the Neural Network 
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model in this context performs poorly on all criteria, 

highlighting the need for additional development. 

As a result, future model additions may include 

more tuning and improvements in architecture or 

training approaches. 
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Table and Figure:  

TABLE I. Measurement Metric Results for the Five 

Models Used 

Model Measurement Metric 

AUC-

ROC 

Accur

acy 

Precis

ion 

Recal

l 

F1-

Score 

RF 0.88 0.99 0.99 1.00 0.99 

XGBoost 0.80 0.99 0.98 1.00 0.99 

SVM - 0.56 0.56 1.00 0.72 

KNN - 0.95 0.93 0.99 0.96 

NN 0.55 0.53 0.59 0.54 0.56 

 

TABLE II. Result of p-Value 

No Model Shapiro-

Wilk  

Kolmogorov-

Smirnov 

1 RF 0.826500 0.001337 

2 XGBoost 0.829337 0.001410 

3 SVM 0.184938 0.014016 

4 KNN 0.862744 0.001896 

5 NN 0.787177 0.026451 

 

 
Fig. 1. Implementation of machine learning theory and research approach 
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Figure 2. Training, testing, and prediction process in the developed ML and deep learning models in the study. 

 

 
Fig. 3. Visualization of Accuracy Comparison Among the Used Models. 
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Fig. 4. Bar Chart Visualization of the Performance of Four Metrics in the Used Models. 

 

 
Fig.5. Heatmap representation depicting the performance of four evaluation metrics across the five models 

utilized. 
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Fig. 6. Line graph illustrating the F1-score values across the five models utilized. 

 

 

 

 

 

 


